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An Unsupervised Cross-Lingual Topic Model
Framework for Sentiment Classification

Zheng Lin, Xiaolong Jin, Xueke Xu, Yuanzhuo Wang, Xueqi Cheng, Weiping Wang, and Dan Meng

Abstract—Sentiment classification aims to determine the
sentiment polarity expressed in a text. In online customer reviews,
the sentiment polarities of words are usually dependent on the
corresponding aspects. For instance, in mobile phone reviews, we
may expect the long battery time but not enjoy the long response
time of the operating system. Therefore, it is necessary and appeal-
ing to consider aspects when conducting sentiment classification.
Probabilistic topic models that jointly detect aspects and senti-
ments have gained much success recently. However, most of the
existing models are designed to work well in a language with rich
resources. Directly applying those models on poor-quality corpora
often leads to poor results. Consequently, a potential solution is to
use the cross-lingual topic model to improve the sentiment classi-
fication for a target language by leveraging data and knowledge
from a source language. However, the existing cross-lingual topic
models are not suitable for sentiment classification because senti-
ment factors are not considered therein. To solve these problems,
we propose for the first time a novel cross-lingual topic model
framework which can be easily combined with the state-of-the-
art aspect/sentiment models. Extensive experiments in different
domains and multiple languages demonstrate that our model can
significantly improve the accuracy of sentiment classification in the
target language.

Index Terms—Cross-language, sentiment classification, topic
model.

I. INTRODUCTION

I N REVIEWS on products or services, customers usually
talk about aspects of a thing (e.g., the rooms or the loca-

tion of a hotel) rather than the thing itself as a whole and users
may be more interested in some particular aspects when making
a purchasing or booking decision. In addition, it is well rec-
ognized that the polarities of opinion words vary significantly
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from aspect to aspect. Therefore, it is necessary and appealing
to consider aspects in sentiment classification.

Probabilistic topic models [1] that jointly detect aspects
and sentiments have been widely investigated in recent years,
because they provide an unsupervised way for sentiment clas-
sification, such as the Joint Sentiment/Topic (JST) model [2]
and the Aspect and Sentiment Unification Model (ASUM) [3].
However, most of the existing probabilistic topic models are
suitable for a specific language and cannot be readily applied
to other languages, as they usually require external resources,
including sentiment lexica and rich corpora, which may not be
publicly available for other languages. In this paper, we intend
to improve sentiment classification of a target language by
leveraging data and knowledge available in a source language
by virtue of a cross-lingual mechanism.

Some pilot studies on cross-lingual sentiment classification
depend on machine translation [4], while existing machine
translation systems are not powerful enough to provide accurate
translations due to a variety of reasons. For instance, a machine
translation system usually generates only one best result, which
may not be suitable for the case at hand. Moreover, although
there have been some studies conducted for cross-lingual sen-
timent classification, most of them are designed on document
level instead of aspect level (e.g., [5]). The cross-lingual topic
model provides a potential solution to help the aspect-level sen-
timent classification in a target language by transferring knowl-
edge from a source language. However, existing cross-lingual
topic models cannot be applied in sentiment classification,
because they do not take sentiment into account.

To address the above problems, in this paper we pro-
pose an unsupervised cross-lingual topic model framework.
Note that most of the existing cross-lingual sentiment clas-
sification models are supervised or semi-supervised, because
they require the data in the source language to be labeled.
However, our model is unsupervised, as the corpora in both
source and target languages are unlabeled. We then incorpo-
rate two up-to-date aspect/sentiment models, JST and ASUM,
into the proposed framework and obtain two cross-lingual topic
models, called Cross-Lingual JST (CLJST) and Cross-Lingual
ASUM (CLASUM), for sentiment classification at aspect level.
Compared to the existing models, the prominent advantage of
the proposed models is that they do not require parallel cor-
pora, machine translation systems, and labeled sentiment texts.
In general, the contributions of this study can be summarized as
follows:

1) We propose a novel cross-lingual topic model frame-
work for bridging two different languages. With
this cross-lingual framework, the existing monolingual
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aspect/sentiment models can be easily transferred to the
multilingual scenario.

2) We specifically present two unsupervised cross-lingual
joint aspect/sentiment models, namely, CLJST and
CLASUM, by integrating the state-of-the-art models JST
and ASUM into the above cross-lingual topic model
framework, which can improve sentiment classification
for a target language by exploiting correspondences with
the source language.

3) Through extensive experiments on real datasets in differ-
ent domains and different languages and comparison with
existing state-of-the-art models, we examine the effec-
tiveness and validity of the proposed cross-lingual topic
model framework and the CLJST and CLASUM mod-
els. Experimental results demonstrate that the proposed
models can be successfully applied to practical sentiment
classification applications and improve the accuracy of
sentiment classification in target languages.

The rest of this paper is organized as follows. Section II
introduces the related work of this study; Section III presents
the proposed cross-lingual topic model framework and two
cross-lingual aspect/sentiment models CLJST and CLASUM;
Section IV presents experimental results. Particularly, through
comparison with existing models, we validate the effectiveness
of the proposed cross-lingual framework and models. Finally,
Section V concludes the paper.

II. RELATED WORK

In this section, we first give an overview of sentiment classi-
fication and then present related studies on monolingual aspect-
level sentiment classification and cross-lingual topic model.

A. Sentiment Classification

Sentiment classification has been investigated in various
domains and different languages. According to the train-
ing mode, existing methods can be categorized into three
types, namely, supervised, unsupervised, and semi-supervised.
Supervised methods usually regard polarity identification as
a classification task and use a labeled corpus to train a
sentiment classifier. Unsupervised methods directly learn a
sentiment classification model from an unlabeled corpus. Semi-
supervised methods make use of both labeled and unlabeled
data for training, typically a small amount of labeled data with
a large amount of unlabeled data. As compared to unsuper-
vised and semi-supervised methods, supervised methods may
achieve high accuracy on sentiment classification. However,
the performance of supervised methods is significantly affected
by the quality and quantity of annotated training data, while
annotating data is costly and time-consuming.

In recent years, there emerge some new research hotspots,
including concept-level [6], [7], short-text [8], [9] and cross-
lingual sentiment classification [10]. For instance, Poria et al.
[11] introduced a paradigm to concept-level sentiment clas-
sification that merges linguistics, common-sense computing,
and machine learning for improving the accuracy of polarity
detection. Kiritchenko et al. [12] described the state-of-the-art
system that detects the sentiment of short informal textual
messages. Severyn et al. [13] improved twitter sentiment

classification using deep convolutional neural networks. Li
et al. [14] presented a data quality controlling approach to
select high-quality samples from the source language for
cross-lingual sentiment classification. Chen et al. [15] pro-
posed a knowledge validation model in transfer learning in
order to reduce noisy data caused by machine translation
errors or inevitable mistakes made by the source language
sentiment classifier. However, all these cross-lingual methods
are supervised or semi-supervised. For some language pairs,
a labeled corpus in the source language may be unavailable.
Therefore, in this paper we intend to develop an unsupervised
cross-lingual method for sentiment classification.

B. Aspect-Level Sentiment Classification

Sentiment classification can be carried out at different levels,
including document level, sentence level and aspect level.

Brody and Elhadad [16] first detected aspects using Local
Latent Dirichlet Allocation (Local-LDA) and then identified
aspect-sensitive polarities of adjectives using polarity propaga-
tion based on an aspect-specific polarity graph. However, they
simply selected adjectives as aspect-specific opinion words,
which cannot cover all sentiment words. Lu et al. [17] pro-
posed an optimization framework to combine different signals
for determining aspect-aware sentiment polarities. However,
the aspects are predefined with manually selected keywords,
and the sentiment words are extracted beforehand. Unlike the
above studies, our model can detect aspects and aspect-specific
sentiments in multiple languages in a unified framework.

There also have been unified models developed by incorpo-
rating sentiment into classic topic models to joint detect aspects
and sentiments. The Joint Sentiment/Topic (JST) model [2] is
the first LDA based model considering topics and sentiments
simultaneously. The Aspect and Sentiment Unification Model
(ASUM) [3] follows a similar generative process to JST except
that a sentiment-topic pair is selected for a single sentence,
rather than for a word as JST. Kim et al. [18] proposed a
hierarchical aspect sentiment model (HASM) to discover a hier-
archical structure of aspect-based sentiments from unlabeled
online reviews. Mukherjee et al. [19] proposed a Joint Author
Sentiment Topic Model (JAST) that takes author preferences
and writing style into account. Tan et al. [20] proposed an LDA
based model, Foreground and Background LDA (FB-LDA), to
distill foreground topics and filter out longstanding background
topics, which can give potential interpretations of the sentiment
variations. In general, all of the above models are designed on
a monolingual setting.

C. Cross-Lingual Topic Model

The key to a cross-lingual topic model is to find a bridge for
connecting different languages. Existing models usually con-
nect two languages via parallel or comparable corpora [21],
[22]. Topic models on unaligned text in multiple languages
would allow for applications on a broader class of corpora.
Boyd-Graber and Blei [23] developed the MUltilingual TOpic
(MUTO) model to exploit matching across languages at term
level to detect multilingual latent topics from unaligned text.
The knowledge of matching can be derived from different
sources (e.g., bilingual dictionaries). However, it does not con-
sider sentiment factors, and thus cannot help cross-lingual
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sentiment classification. In [24], a topic model based method
was proposed to group aspects from different languages into
aspect categories, but this model cannot capture the aspect-
aware sentiments because aspects and sentiments are not mod-
eled in a unified way. Boyd-Graber and Resnik [25] proposed
a holistic model for multilingual sentiment classification based
on LDA, which is supervised, while the models proposed in
this paper are unsupervised. Lin et al. [26] proposed a cross-
lingual joint aspect/sentiment model (CLJAS) for sentiment
classification which is unsupervised, but parameter-adjusting
is an onerous task since CLJAS has too many parameters.
Furthermore, CLJAS aims to detect the aspect-specific opinion
words, whereas CLJST and CLASUM aim to detect sentiment-
coupled aspects.

III. THE PROPOSED MODELS

In this section, we first present the Cross-Lingual LDA
(CLLDA) model, which only detects topics without consider-
ing sentiments. Next, the two existing aspect/sentiment models,
JST and ASUM, are incorporated into CLLDA to capture
important aspects that are closely coupled with sentiments in
both languages.

A. Cross-Lingual LDA

Under the classic LDA, the procedure of generating each
word in a document can be divided into two steps: First, choos-
ing a distribution over a mixture of K topics; Next, picking
up a topic randomly from the topic distribution and drawing
a word from this topic according to its word probability dis-
tribution. CLLDA extends LDA in order to model two different
languages together. Its key idea is two-fold: First, for all reviews
from the same domain, we assume that they share the same
topic distribution despite they are in different languages. In
this way, the words in the reviews of different languages but
from the same domain tend to be assigned with the same top-
ics. Second, a bilingual dictionary is adopted to connect the
topics in two languages. Through translation, we can exploit
word co-occurrences cross the boundary of different languages
to learn semantically aligned topics. The graphical representa-
tion of CLLDA is shown in Fig. 1 and its formal generative
process is presented in Algorithm 1. The notation used for all
models in this paper is explained in Table I, while the notation
specified for CLLDA is presented in Table II.

In CLLDA, each topic z corresponds to a pair of multino-
mial distributions over words in the source and target languages
(i.e., φsc,z and φtg,z), respectively. Unlike the existing topic
models where the words in documents are directly generated
from multinomial distributions over words, we introduce a per-
word intermediate word variable y for generating an observed
word w. We also employ a per-word binary switch, x, to choose
between φsc,z and φtg,z when drawing y. Taking a document in
the target language for example, if x = sc, y will be drawn from
a distribution over the words of the source language and w will
be generated by a translation from y; if x = tg, y will be drawn
from a distribution over the words of the target language and w
directly equals to y.

Fig. 1. The graphical representation of the CLLDA model.

Algorithm 1. The generative process of the CLLDA model.

For each topic z:
1. Draw a multinomial distribution of the source language:

φsc,z ∼ Dir(βsc);
2. Draw a multinomial distribution of the target language:

φtg,z ∼ Dir(βtg);
For each document d in the corpus of the source language:

1. Draw a multinomial distribution, θd ∼ Dir(α);
2. Draw a binomial distribution, ηd ∼ Beta(γsc);
3. For each word wd,n in document d:

(1) Draw a topic zd,n ∼ θd;
(2) Draw a language label xd,n ∼ ηd;

a. If xd,n = sc, draw an intermediate word in
the source language yd,n ∼ φsc,zd,n ; generate a
word directly: wd,n = yd,n

b. If xd,n = tg, draw an intermediate word in the
target language yd,n ∼ φtg,zd,n ; generate a word
by translating from yd,n according to the transla-
tion probability, τsc,wd,n

tg,yd,n
;

For each document d in the corpus of the target language:
1. Draw a multinomial distribution, θd ∼ Dir(α);
2. Draw a binomial distribution, ηd ∼ Beta(γtg);
3. For each word wd,n in document d:

(1) Draw a topic zd,n ∼ θd;
(2) Draw a language label xd,n ∼ ηd;

a. If xd,n = sc, draw an intermediate word in
the source language yd,n ∼ φsc,zd,n ; generate a
word by translating from yd,n according to the
translation probability, τ tg,wd,n

sc,yd,n ;
b. If xd,n = tg, draw an intermediate word in the

target language yd,n ∼ φtg,zd,n ; generate a word
directly: wd,n = yd,n.

Hyperparameter γ in CLLDA indicates the prior knowl-
edge on choosing between the source and target languages.
Specifically, asymmetric hyperparameters γsc/tg

sc/tg enable knowl-
edge transfer from the auxiliary reviews in the source language
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TABLE I
THE NOTATION FOR ALL MODELS IN THE PAPER

TABLE II
THE NOTATION SPECIFIED FOR THE CLLDA MODEL

to the reviews in the target language. In more detail, for reviews
in the source language, if we set γsc

sc > γsc
tg , they can contribute

more to topic modeling of reviews in the target language; for
reviews in the target language, if we set γtg

sc > γtg
tg , they can

adopt more knowledge from the source language.
In CLLDA, Gibbs sampling is employed to estimate the

latent variables and distributions. In order to obtain the distri-
butions of φ, θ and η, we first estimate the posterior distribution
over z, x, y, i.e., the assignment of words to topics, language
labels, and intermediate words. Specifically, zd,n, xd,n and yd,n
for the nth word in document d will be jointly sampled from a
distribution given the current values of all the other variables.

For the source language: If xd,n = sc,

P
(
zd,n = k, yd,n=wd,n, xd,n=sc|w, z¬(d,n),x¬(d,n),y¬(d,n)

)
∝ cdsc + γsc

sc

cd + γsc
tg + γsc

sc

cdk + αk

cd +
∑
k′

αk′

csc,kwd,n
+ βsc

wd,n

csc,k +
∑

w′∈Vsc

βsc
w′

. (1)

If xd,n = tg and the translation word of yd,n is t,

P
(
zd,n = k, yd,n = t, xd,n = tg|w, z¬(d,n),x¬(d,n),y¬(d,n)

)
∝ cdtg + γsc

tg

cd + γsc
sc + γsc

tg

cdk + αk

cd +
∑
k′

αk′
τ
sc,wd,n

tg,t

ctg,kt + βtg
t

ctg,k +
∑

w′∈Vtg

βtg
w′

.

(2)

For the target language: If xd,n = tg,

P
(
zd,n=k, yd,n=wd,n, xd,n= tg|w, z¬(d,n),x¬(d,n),y¬(d,n)

)
∝ cdtg + γtg

tg

cd + γtg
tg + γtg

sc

cdk + αk

cd +
∑
k′

αk′

ctg,kwd,n
+ βtg

wd,n

ctg,k +
∑

w′∈Vtg

βtg
w′

. (3)

If xd,n = sc and the translation word of yd,n is t,

P
(
zd,n = k, yd,n = t, xd,n = sc|w, z¬(d,n),x¬(d,n),y¬(d,n)

)
∝ cdsc + γtg

sc

cd + γtg
sc + γtg

tg

cdk + αk

cd +
∑
k′

αk′
τ
tg,wd,n

sc,t

csc,kt + βsc
t

csc,k +
∑

w′∈Vsc

βsc
w′

.

(4)

Consequently, the approximate probability of word w in topic
k for language x is

φx,k
w =

cx,kw + βx
w

cx,k +
∑

w′∈Vx

βx
w′

, x ∈ {sc, tg}. (5)

And, finally, the approximate probability of topic k in review d
can be calculated as

θdk =
cdk + αk

cd +
∑
k′

αk′
. (6)

B. Cross-Lingual JST

The Joint Sentiment/Topic model (JST) is a monolingual
model that can simultaneously detect sentiments and topics
from texts. In order to accommodate JST to the multilingual
scenario, next we propose a CLJST model by integrating JST
into the CLLDA framework. LDA has three hierarchical lay-
ers, where topics are associated with documents and words are
associated with topics. JST extends LDA by adding sentiment
layer between document layer and topic layer. Hence, CLJST
is a four-layer model, where sentiment labels are associated
with documents, topics are associated with sentiment labels,
and words are associated with both sentiment labels and top-
ics, respectively. The graphical model of CLJST is represented
in Fig. 2. Algorithm 2 presents the generative process of the
CLJST model and the specific notation for CLJST is explained
in Table III.

In CLJST, the latent variables φ, θ, π and η are inferred by
Gibbs sampling. At each transition step of the Markov chain,
the sentiment and aspect of the nth word in review d are chosen
according to the following conditional probabilities.
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Fig. 2. The graphical representation of CLJST.

TABLE III
THE NOTATION SPECIFIED FOR THE CLJST MODEL

For the source language: If xd,n = sc,

P (ld,n = l, zd,n = k, yd,n = wd,n, xd,n = sc|
w, l¬(d,n), z¬(d,n),x¬(d,n),y¬(d,n)

)
∝ cdsc + γsc

sc

cd + γsc
tg + γsc

sc

cdl + μl

cd +
∑

l′∈{ps,ng}
μ′
l

× cdl,k + αk

cdl +
∑
k′

αk′

csc,l,kwd,n
+ βsc

wd,n

csc,l,k +
∑

w′∈Vsc

βsc
w′

. (7)

And, if xd,n = tg and the translation word of yd,n is t,

P (ld,n = l, zd,n = k, yd,n = t, xd,n = tg|
w, l¬(d,n), z¬(d,n),x¬(d,n),y¬(d,n)

)
∝ cdtg + γsc

tg

cd + γsc
sc + γsc

tg

cdl + μl

cd +
∑

l′∈{ps,ng}
μ′
l

× cdl,k + αk

cdl +
∑
k′

αk′
τ
sc,wd,n

tg,t

ctg,l,kt + βtg
t

ctg,l,k +
∑

w′∈Vtg

βtg
w′

. (8)

Algorithm 2. The generative process of CLJST.

For each pair of topic z and sentiment label l:
1. Draw a multinomial distribution of the source language:

φsc,l,z ∼ Dir(βsc);
2. Draw a multinomial distribution of the target language:

φtg,l,z ∼ Dir(βtg);
For each document d in the corpus of the source language:

1. Draw a distribution πd ∼ Dir(μ);
2. For each sentiment label l, draw a distribution θd,l ∼

Dir(α);
3. Draw a binomial distribution, ηd ∼ Beta(γsc);
4. For each word wd,n in document d:

(1) Draw a sentiment label ld,n ∼ πd;
(2) Draw a topic zd,n ∼ θd,ld,n ;
(3) Draw a language label xd,n ∼ ηd;
a. If xd,n = sc, draw an intermediate word in the

source language yd,n ∼ φsc,ld,n,zd,n ; generate a
word directly: wd,n = yd,n;

b. If xd,n = tg, draw an intermediate word in the tar-
get language yd,n ∼ φtg,ld,n,zd,n ; generate a word
by translating from yd,n according to the translation
probability, τsc,wd,n

tg,yd,n
;

For each document d in the corpus of the target language:
1. Draw a distribution πd ∼ Dir(μ);
2. For each sentiment label l, draw a distribution θd,l ∼

Dir(α);
3. Draw a binomial distribution, ηd ∼ Beta(γtg);
4. For each word wd,n in document d:

(1) Draw a sentiment label ld,n ∼ πd;
(2) Draw a topic zd,n ∼ θd,ld,n ;
(3) Draw a language label xd,n ∼ ηd;
a. If xd,n = sc, draw an intermediate word in the

source language yd,n ∼ φsc,ld,n,zd,n ; generate a
word by translating from yd,n according to the trans-
lation probability, τ tg,wd,n

sc,yd,n ;
b. If xd,n = tg, draw an intermediate word in the tar-

get language yd,n ∼ φtg,ld,n,zd,n ; generate a word
directly: wd,n = yd,n.

For the target language: If xd,n = tg,

P (ld,n = l, zd,n = k, yd,n = wd,n, xd,n = tg|
w, l¬(d,n), z¬(d,n),x¬(d,n),y¬(d,n)

)
∝ cdtg + γtg

tg

cd + γtg
tg + γtg

sc

cdl + μl

cd +
∑

l′∈{ps,ng}
μ′
l

× cdl,k + αk

cdl +
∑
k′

αk′

ctg,l,kwd,n
+ βtg

wd,n

ctg,l,k +
∑

w′∈Vtg

βtg
w′

. (9)

And, if xd,n = sc and the translation word of yd,n is t,

P (ld,n = l, zd,n = k, yd,n = t, xd,n = sc|
w, l¬(d,n), z¬(d,n),x¬(d,n),y¬(d,n)

)
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∝ cdsc + γtg
sc

cd + γtg
sc + γtg

tg

cdl + μl

cd +
∑

l′∈{ps,ng}
μ′
l

× cdl,k + αk

cdl +
∑
k′

αk′
τ
tg,wd,n

sc,t

csc,l,kt + βsc
t

csc,l,k +
∑

w′∈Vsc

βsc
w′

. (10)

Therefore, the approximate probability of sentiment l in review
d is

πd
l =

cdl + μl

cd +
∑

l′∈{ps,ng}
μ′
l

. (11)

And, the approximate probability of topic k for sentiment l in
review d is

θd,lk =
cdl,k + αk

cdl +
∑
k′

αk′
. (12)

In the end, the approximate probability of word w in sentiment
l coupled with topic k for language x can be obtained as

φx,l,z
w =

cx,l,kw + βx
w

cx,l,k +
∑

w′∈Vx

βx
w′

, (13)

where l ∈ {ng, ps} and x ∈ {sc, tg}.

B. Cross-Lingual ASUM

The Aspect and Sentiment Unification Model (ASUM)
adopts an approach similar to the JST model, where a senti-
ment is integrated with a topic. But, unlike JST, ASUM imposes
a constraint that all words in a sentence are generated from
the same topic. Although this is not always true, the constraint
holds up well in practice especially for sentiment reviews.
Furthermore, both JST and ASUM make use of a small set of
sentiment seed words, and ASUM integrates the seed words
into the generative process. In a similar way of CLJST, we
embed ASUM into the cross-lingual topic model framework to
form a new model, CLASUM. The graphical representation of
the CLASUM model is shown in Fig. 3. Formally, the genera-
tive process of CLASUM is illustrated in Algorithm 3 and the
specific notation for CLASUM is explained in Table IV.

The latent variables φ, θ, π and η are also inferred by Gibbs
sampling. At each transition step of the Markov chain, the sen-
timent and aspect of the mth sentence in review d are chosen
according to the following conditional probabilities.

We first draw sentiment label l and aspect z for each sentence
as follows:

P
(
ld,m = l, zd,m = k|w, l¬(d,m), z¬(d,m),x,y

)
∝ cdl + μl

cd +
∑

l′∈{ps,ng}
μ′
l

cdl,k + αk

cdl +
∑
k′

αk′

×
∏

x∈{sc,tg}

⎛
⎜⎜⎜⎜⎜⎝

⎛
⎜⎝ Γ

(
Vx∑

w=1
(cx,l,k

w +βx
w)

)

Γ

(
Vx∑

w=1
(cx,l,k

w +βx
w)+nd,m,x

)
⎞
⎟⎠×

Vx∏
w=1
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w +βx
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w )
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)

⎞
⎟⎟⎟⎟⎟⎠ . (14)

Fig. 3. The graphical representation of the CLASUM model.

TABLE IV
THE NOTATION SPECIFIED FOR THE CLASUM MODEL

Next, we draw yd,m,n and xd,m,n for the source language
documents. Specifically, if xd,m,n = sc,

P
(
yd,m,n = wd,m,n, xd,m,n = sc|w, l, z,x¬(d,m,n),y¬(d,m,n)

)
∝ cdsc + γsc

sc

cd + γsc
tg + γsc

sc

c
sc,ld,m,kd,m
wd,m,n + βsc

wd,m,n

csc,ld,m,kd,m +
∑

w′∈Vsc

βsc
w′

. (15)

If xd,m,n = tg and the translation word of yd,m,n is t,

P
(
yd,m,n = t, xd,m,n = tg|w, l, z,x¬(d,m,n),y¬(d,m,n)

)
∝ cdtg + γsc

tg

cd + γsc
sc + γsc

tg

τ
sc,wd,m,n

tg,t

c
tg,ld,m,kd,m

t + βtg
t

ctg,ld,m,kd,m +
∑

w′∈Vtg

βtg
w′

.

(16)
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Algorithm 3. The generative process of the CLASUM model.

For each pair of topic z and sentiment label l:
1. Draw a multinomial distribution of the source language:

φsc,l,z ∼ Dir(βsc);
2. Draw a multinomial distribution of the target language:

φtg,l,z ∼ Dir(βtg);
For each document d in the corpus of the source language:

1. Draw a distribution πd ∼ Dir(μ);
2. For each sentiment label l, draw a distribution

θd,l ∼ Dir(α);
3. Draw a binomial distribution, ηd ∼ Beta(γsc);
4. For each sentence sd,m in document d:

(1) Draw a sentiment label ld,m ∼ πd;
(2) Draw a topic zd,m ∼ θd,ld,m ;
(3) For each word wd,m,n in the sentence sd,m:

a. Draw a language label xd,m,n ∼ ηd;
b. If xd,m,n = sc, draw an intermediate word in

the source language yd,m,n ∼ φsc,ld,m,zd,m ; gen-
erate a word directly: wd,m,n = yd,m,n;

c. If xd,m,n = tg, draw an intermediate word in the
target language yd,m,n ∼ φtg,ld,m,zd,m ; generate
a word by translating from yd,m,n according to
the translation probability, τsc,wd,m,n

tg,yd,m,n
;

For each document d in the corpus of the target language:
1. Draw a distribution πd ∼ Dir(μ);
2. For each sentiment label l, draw a distribution θd,l ∼

Dir(α);
3. Draw a binomial distribution, ηd ∼ Beta(γtg);
4. For each sentence sd,m in document d:

(1) Draw a sentiment label ld,m ∼ πd;
(2) Draw a topic zd,m ∼ θd,ld,m ;
(3) For each word wd,m,n in the sentence sd,m:

a. Draw a language label xd,m,n ∼ ηd;
b. If xd,m,n = sc, draw an intermediate word in the

source language yd,m,n ∼ φsc,ld,m,zd,m ; gener-
ate a word by translating from yd,m,n according
to the translation probability, τ tg,wd,m,n

sc,yd,m,n ;
c. If xd,m,n = tg, draw an intermediate word in the

target language yd,m,n ∼ φtg,ld,m,zd,m ; generate
a word directly: wd,m,n = yd,m,n.

For the target language documents we draw yd,m,n and xd,m,n

as follows: If xd,m,n = tg,

P
(
yd,m,n = wd,m,n, xd,m,n = tg|w, l, z,x¬(d,m,n),y¬(d,m,n)

)
∝ cdtg + γtg

tg

cd + γtg
tg + γtg

sc

c
tg,ld,m,kd,m
wd,m,n + βtg

wd,m,n

ctg,ld,m,kd,m +
∑

w′∈Vtg

βtg
w′

. (17)

If xd,m,n = sc and the translation word of yd,m,n is t,

P
(
yd,m,n = t, xd,m,n = sc|w, l, z,x¬(d,m,n),y¬(d,m,n)

)
∝ cdsc + γtg

sc

cd + γtg
sc + γtg

tg

τ
tg,wd,m,n

sc,t

c
sc,ld,m,kd,m

t + βsc
t

csc,ld,m,kd,m +
∑

w′∈Vsc

βsc
w′

.

(18)

Then, the approximate probability of sentiment l in review d
can be calculated as

πd
l =

cdl + μl

cd +
∑

l′∈{ps,ng}
μl′

. (19)

This probability is important to sentiment classification. If
πd
ps > πd

ng , the review is classified as a positive one, other-
wise a negative one. The approximate probability of aspect k
for sentiment l in review d is

θd,lk =
cdl,k + αk

cdl +
∑
k′

αk′
. (20)

Finally, the approximate probability of word w in sentiment l
coupled with topic k for language x is

φx,l,z
w =

cx,l,kw + βx
w

cx,l,k +
∑

w′∈Vx

βx
w′

, (21)

where l ∈ {ng, ps} and x ∈ {sc, tg}.

IV. EXPERIMENTAL VALIDATION

In this section, we validate the proposed models via exper-
iments and comparisons with existing models. Specifically,
we first investigate the performance of the CLLDA model on
discovering aspects and validate the effectiveness of its cross-
lingual mechanism. Next, we examine the performance of the
CLJST and CLASUM models by applying them to practi-
cal sentiment classification tasks. Finally, we investigate the
impacts of parameters of the models on their performance.

A. Experimental Settings

1) Datasets and Lexica: The real datasets used in the sub-
sequent experiments contain hotel reviews and product reviews
collected from well-known websites and in different lan-
guages (including English, Chinese, French, German, Spanish,
Dutch, and Italian). In all subsequent cross-lingual experiments,
English is taken as the source language and the others as target
languages. The product reviews cover four domains, namely,
electronics, kitchen, network, and health. In more detail, for
English, the hotel dataset contains 12000 reviews collected
from Booking.com1, and the product dataset in each domain
has 2000 reviews collected from Amazon2, 3. For Chinese, the
hotel dataset also contains 12000 reviews, obtained from an
open source website4, and the product dataset contains 2000
reviews for each domain, collected from Jingdong5, one of the
most popular e-shopping websites in China. The datasets in
other languages are collected from Booking.com, each of which
contains 4000 hotel reviews. In the case of supervised senti-
ment classification, each dataset contains 1000 labeled reviews

1http://www.booking.com
2http://www.seas.upenn.edu/mdredze/datasets/sentiment/
3http://llt.cbs.polyu.edu.hk/~lss/ACL2010_Data_SSLi.zip
4http://nlp.csai.tsinghua.edu.cn/
5http://www.jd.com
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TABLE V
THE LIST OF SEED WORDS FOR DIFFERENT TARGET LANGUAGES

for training and 1000 labeled reviews for testing, among which
the percentages of positive and negative reviews are half and
half. In the case of unsupervised sentiment classification, each
dataset contains 1000 labeled reviews for testing and the rest
unlabeled data is used for topic and sentiment modelling.
All of the datasets are preprocessed with sentence segmenta-
tion. For Chinese, we further use ICTCLAS6 to conduct word
segmentation over sentences.

As aforesaid, in the proposed CLJST and CLASUM mod-
els, a bilingual dictionary is used to bridge two languages and
an opinion word lexicon is used to identify which words are
sentiment words. In a bilingual dictionary, one source word
usually corresponds to multiple target words (i.e., translation
words in the target language). But, only one target word is
adopted each time. The candidate target word and the topic are
selected simultaneously in Gibbs sampling, which is a random
process. In order to overcome the interference of irrelevant tar-
get words, we employ the following simple selection strategy.
Given a source word, we first compute the Term Frequency
(TF) for each corresponding target word in the target corpora;
Next, if the number of target words exceeds a threshold K, we
choose top K terms with the highest TF values as candidate
target words, otherwise all target words are taken into account;
Finally, a translation probability is assigned to each candidate
target word wi according to TF (wi)/

∑K
i=1 TF (wi). In this

study, the translation probabilities are incorporated as prior
knowledge, which makes the target word with a high transla-
tion probability has more chances to be selected; but other target
words may also be selected. Generally, given a source word, the
number of target words that can be found in the target corpus
is less than that in a bilingual dictionary, since some candidate
translation words are infrequently used. According to our statis-
tics, there are about 87% and 95% source words in hotel reviews
and product reviews, respectively, which have the number of
corresponding target words less than or equals to 5. Therefore,

6http://ictclas.cn/index.html

we set the threshold K for candidate target words as 5. And, for
each language pair, a bilingual dictionary is used. Specifically,
for English-Chinese, an existing dictionary with 41,814 entries
is employed. Other bilingual dictionaries with English as the
source language and other five additional languages as the tar-
get language are acquired by Google Translate from the English
vocabulary.

In the experiments, the opinion word lexica used for the
source language, English, are obtained from the widely used
knowledge base, HowNet7. For each target language, we use
seed words as prior knowledge. The seed words are obtained
by term frequency. Specifically, we select 10 positive and 10
negative sentiment words with the highest term frequency as
seed words. Table V presents the full list of seed words of all
target languages, where for each seed word a English transla-
tion word is provided in subsequent brackets, which is obtained
by Google Translate.

2) Parameters Settings: We set αk = 50/T for each aspect
k as in [?]. We incorporate the knowledge of seed senti-
ment words by setting hyper parameter β, i.e., priors for word
distributions of sentiment-topic pairs. This means that we ini-
tially predict that no negative seed word appears in a positive
sentiment-topic pair, and vice versa. Specifically, for each pos-
itive seed word w with language label x, βx,ng

w is set to 0; for
each negative seed word w with language label x, βx,ps

w is set
to 0; for each non-seed word with language label x and sen-
timent label l, the default value of βx,l

w is set to 0.1. Besides,
at the initialization step, we assign the seed words with their
seed sentiments, whilst the sentiments of the non-seed words
are initialized randomly. The value for μl is set to 0.01 for each
sentiment label l. For the target language, the values of γtg

sc and
γtg
tg are asymmetrical. In the experiments, we fix γtg

tg but vary
γtg
sc to adjust the amount of knowledge learned from the source

language to improve topic extraction or sentiment classification

7http://www.keenage.com/html/e_index.html
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TABLE VI
THE EXAMPLE ASPECTS DISCOVERED BY THE CLLDA MODEL

in the target language. For the source language, the values of
both γsc

sc and γsc
tg are fixed to 0.01.

3) Baselines: For the purpose of performance comparison,
we adopt four representative baselines. We first choose USL
(universal sentiment lexicon) and SVM, because USL is a fun-
damental approach to unsupervised sentiment classification and
SVM is a typical model for supervised sentiment classifica-
tion. Furthermore, we choose JST and ASUM as baselines,
because they are two state-of-the-art models jointly considering
aspects and sentiments. But, they both are monolingual mod-
els. CLJST is an extended model for JST, whilst CLASUM
is an extended model for ASUM. Thus, we compare CLJST
with JST and CLASUM with ASUM, respectively. Through
comparing the cross-lingual model with the corresponding
monolingual model, we can validate the effectiveness of the
proposed cross-lingual mechanism.

B. Experimental Results

1) Aspect Discovery: This experiment is to investigate the
performance of the developed models on discovering aspects
on given datasets. For the purpose of illustration, Table VI
presents two major aspects discovered by CLLDA on English
and Chinese hotel reviews, where, for each aspect, top 30 words
are listed, which are further divided into topic words, positive
opinion words, and negative opinion words. Note that for the
sake of space limitation, the aspects discovered on datasets in
other languages are not presented. It can be seen in Table VI that
the proposed model can effectively detect major aspects from
the reviews in both source and target languages. The extracted
words under each aspect are quite coherent and meaningful.
Moreover, the proposed model can obtain bilingual aligned
aspects due to the mechanism of sharing the same topic dis-
tribution. This mechanism enables us to improve the aspect
modeling on the data in the target language by leveraging the
rich resources in the source language. Besides, Table VI clearly
shows that our model can effectively extract both aspects and

aspect-dependent sentiment knowledge. The discovered opin-
ion words (either positive or negative) are quite specific and
informative with respect to the aspects.

2) Cross-Lingual Mechanism: This experiment aims to
evaluate the proposed cross-lingual mechanism. For this pur-
pose, we calculated the perplexity of the test dataset under
different γtg

sc . In information theory, perplexity is a measure-
ment of how well a probability distribution or probability model
predicts a sample. In [1], it is employed to examine the perfor-
mance of topic detection. Mathematically, for a dataset with M
documents, its perplexity is defined as

perplexity(D) = exp

{
−
∑M

d=1 log p(wd)∑M
d=1 Nd

}
, (22)

where Nd indicates the number of words in document d, and
p(wd) indicates the probability of document d [1],

p(wd) =
∑
z

p(z)

Nd∏
n=1

p(wn|z). (23)

In this context, the lower the perplexity, the better the gen-
eralization performance of the topic model. For more details,
readers are refereed to [1].

We first evaluate the proposed cross-lingual framework on
different domains. Table VII presents the perplexity values of
the test datasets in Chinese under different domains. As seen
in Table VII, with the increase of γtg

sc , the perplexity under
different domains basically decreases in a monotonic man-
ner. Therefore, we can say that the performance of CLLDA
was improved by introducing the cross-lingual mechanism.
Actually, the improvement mainly benefits from the knowl-
edge transferred from the data in the source language. More
specifically, within a certain range, the larger the γtg

sc , the more
improvement that can be achieved.

We further evaluate the proposed cross-lingual framework
on different languages. Taking English as the source language,
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TABLE VII
THE PERPLEXITY OF CHINESE TEST DATASETS IN DIFFERENT

DOMAINS WITH EXPONENTIALLY INCREASING γtg
sc

TABLE VIII
THE PERPLEXITY OF TEST DATASETS IN DIFFERENT LANGUAGES

IN THE HOTEL DOMAIN WITH EXPONENTIALLY INCREASING γtg
sc

Fig. 4. The perplexity of Chinese test sets in different domains with varying-
sized bilingual dictionaries.

Table VIII presents the perplexity values of test datasets in dif-
ferent languages under the hotel domain. It can be observed
from Table VIII that, with the increase of γtg

sc , the perplexity
monotonically decreases under different languages. Therefore,
we can claim that the proposed cross-lingual mechanism is
effective for different domains and for different languages.

As aforesaid, in CLLDA a bilingual dictionary is requested
to bridge the source and target languages. In order to investigate
the dependency of the performance of the CLLDA model on the
quality of the bilingual dictionary, we compared the perplexity
of the same test datasets of different domains in Chinese with
a group of bilingual dictionaries with different sizes and thus
different quality. For this purpose, we first ranked the original
bilingual dictionary containing 41,814 entries according to the
frequency of source words, and then selected top N (i.e., N =
10%, 25%, 50%, 75%, 100%) source words as new dictionar-
ies, respectively. In this way, the size of the new dictionaries
can well indicate their quality. The experimental results are pre-
sented in Fig. 4. From this figure, we can observe that with
the increase of the size of the dictionary, the performance of
the perplexity is decreased gradually, indicating that the perfor-
mance of the CLLDA model is improved. When the number of
source words contained in the new dictionary exceeds 50%, the

performance of the CLLDA model is only very slightly affected
by the bilingual dictionary.

3) Sentiment Classification: In order to evaluate the per-
formance of the CLJST and CLASUM models, we apply the
sentiment-aspect pairs extracted by these two models in real
sentiment classification tasks. We quantitatively study the qual-
ity of the sentiment-aspect discovery according to how much
they can improve the performance of sentiment classification,
as compared to the four baselines presented in Section IV-
A3. The sentiment of a document d is determined according
to P (l|d), i.e., the probability of sentiment label l given doc-
ument d, which is approximated using Equation (11)/(19) in
CLJST/CLASUM. Specifically, a document d is classified as
a positive one, if its probability of positive sentiment label lps
(i.e., P (lps|d)) is greater than its probability of negative sen-
timent label lng (i.e., P (lng|d)), or vice versa. Following the
experimental setup of JST [2] and ASUM [3], we employ accu-
racy as the criterion, which is the ratio of the number of cor-
rectly classified reviews to the total number of reviews. Without
loss of generality, we conducted 2-fold cross-validation tests in
this paper.

We first compare CLJST and CLASUM with the unsuper-
vised USL and supervised SVM models. All the models are
evaluated on the same testing datasets. In USL, we adopt a
universal sentiment lexicon collected from HowNet to deter-
mine the sentiment polarity of a review. In SVM, we employ
LibSVM8 to train a sentiment classifier, then predict the senti-
ment polarities on test data. Besides, we tried different kernel
functions to refine the performance of SVM, and finally adopt a
linear one as the kernel function, with which LibSVM achieves
the best performance. Table IX presents the accuracy of the
CLJST and CLASUM models and the two baselines, USL
and SVM, in sentiment classification of different domains.
In this table, for each model and each domain, the accu-
racy of sentiment classification on both positive and negative
reviews as well as their combination are listed. The bottom
row presents the accuracy of sentiment classification aver-
aged on different domains. From Table IX, we can observe:
First, CLASUM has comparable performance to the super-
vised method, SVM, which well demonstrates the value of
CLASUM, as an unsupervised model; Second, CLASUM per-
forms better than USL, indicating that unsupervised sentiment
classification can perform well without a universal sentiment
lexicon; Third, although CLJST and CLASUM are both topic
based models, CLASUM performs much better than CLJST.
This is mainly because of the constraint in CLASUM, where
all words in a sentence are generated from the same topic;
However, in CLJST different words in a sentence may be
generated from different topics. As compared to CLJST, the
constraint in CLASUM introduces a fault-tolerant mechanism
for sentiment-aspect discovery. This may be not appropriate
for all circumstances, but it really holds up well for sentiment
classification.

Since the purpose of this study is to leverage the resources
in the source language to improve sentiment classification
in the target language, in the next experiment we compare

8http://www.csie.ntu.edu.tw/cjlin/libsvm/
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TABLE IX
THE ACCURACY OF SENTIMENT CLASSIFICATION WITH DIFFERENT MODELS

Fig. 5. The accuracy of sentiment classification of the models on datasets of different domains. (a) JST vs. CLJST (b) ASUM vs. CLASUM.

Fig. 6. The accuracy of sentiment classification of the models on datasets in different languages. (a) JST vs. CLJST (b) ASUM vs. CLASUM.

CLJST and CLASUM with their monolingual versions, JST
and ASUM, which are directly applied to test datasets of dif-
ferent domains in Chinese for sentiment classification. Fig. 5
presents the experimental results of the four models on data in
Chinese, but of different domains. As seen in Fig. 5, in all of
the five domains, CLJST outperforms JST and CLASUM out-
performs ASUM, which convincingly demonstrates the valid-
ity of the proposed cross-lingual mechanism in CLJST and
CLASUM and thus highlight the value of these models in
practical applications. Note that the improvement made by
CLJST and CLASUM mainly lies in the joint modelling of
two datasets in different languages. In this way, discovering
aspects and sentiments on the target language can be refined
via transfer learning from auxiliary datasets in the source lan-
guage. More specifically, the larger the datasets, the more word
co-occurrence information that can be used. Therefore, mod-
elling on two datasets can achieve better results than modelling
on one of them.

We also compare CLJST and CLASUM with JST and ASUM
on hotel review datasets in different languages. Fig. 6 presents
the experimental results, i.e., the accuracy of sentiment clas-
sification of the four models. It can be seen in Fig. 6 that
for all datasets in different languages, CLJST and CLASUM
perform better than JST and ASUM, respectively, which is con-
sistent with the above results on datasets of different domains.
Besides, in these two experiments, it can be observed that
ASUM performs better than JST, and CLASUM performs bet-
ter than CLJST. The reason lies in that in JST/CLJST, each
word is regarded as a separate unit, whilst in ASUM/CLASUM,
each sentence is regarded as a separate unit. In reviews, each
sentence tends to represent one aspect and one sentiment.
Therefore, viewing each sentence as a separate unit is more rea-
sonable and helpful for sentiment classification than viewing
each word as a separate unit.

Based on these two experiments, it can be concluded that no
matter in what domains and in what languages, the proposed
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TABLE X
THE ACCURACY OF SENTIMENT CLASSIFICATION BY CLJST AND CLASUM WITH EXPONENTIALLY INCREASING γtg

sc .
(A) CLJST (B) CLASUM

Fig. 7. The accuracy of sentiment classification by CLJST and CLASUM with different numbers of topics. (a) CLJST (b) CLASUM.

cross-lingual models, CLJST and CLASUM, are effective and
robust.

4) Impact of Model Parameters: As two important param-
eters of the proposed cross-lingual CLJST and CLASUM
models, in what follows we investigate the impact of the
hyperparameters γtg

sc/tg and the number of topics on their
performance.

Table X presents the results of sentiment classification of
CLJST and CLASUM with γtg

sc exponentially increasing from
0.01 to 10. In this experiment, γtg

tg is fixed to be 0.01 such that
γtg
sc is greater than or equals to γtg

tg , which guarantees that more
knowledge is learned from the source language than from the
target one. From Table X, we can note that for both CLJST and
CLASUM, the accuracy of sentiment classification increases as
γtg
sc increases from 0.01 to 0.1 and 1. However, the accuracy

decreases, as γtg
sc increases to a quite large value, 10. This phe-

nomenon suggests that with a relatively large γtg
sc , the model can

learn more knowledge from the source language to help senti-
ment classification for the target language. However, a too large
γtg
sc may lead the model to excessively depending on the source

language and overlooking the features of the target language.
As a consequently, the performance of the models decreases.

Fig. 7 presents the results of sentiment classification of both
CLJST and CLASUM in different domains with different num-
bers of topics. The results averaged on different domains are
also presented in Fig. 7. From this figure, we can see that,
by and large, the accuracy of sentiment classification first
increases, as the number of topics increases. When the number
of topics falls into the region (10,30), the CLJST and CLASUM
models achieve the best performance. Beyond this region, the
performance of the models decreases. For this reason, in all of

the experiments presented in the above subsections the number
of topics is set to 20. Besides, the main reason why the model
on hotel domain performs better than on the other domains lies
in that the hotel domain contains the largest number of reviews
compared with the rest.

V. CONCLUSIONS

Cross-lingual sentiment classification, aiming to leverage the
information/knowledge learned from a source language to ben-
efit sentiment classification in a target language, is an important
research issue with many practical applications. In this paper,
we investigate for the first time an unsupervised cross-lingual
topic model framework for sentiment classification at aspect
level. Specifically, we propose a cross-lingual LDA-based topic
model framework (CLLDA). By embedding the state-of-the-
art models JST and ASUM into CLLDA, we further present
two unsupervised cross-lingual joint aspect/sentiment models,
namely, CLJST and CLASUM, for sentiment classification at
aspect level, which make use of the information/knowledge
obtained from a source language to help sentiment classification
in a target language. Through experiments on realistic review
datasets in different domains and different languages, we exam-
ine the performance of the CLLDA framework on discovering
aspects and validate the effectiveness of its cross-lingual mech-
anism. We further study the performance and merits of the
CLJST and CLASUM models by applying them to senti-
ment classification tasks and comparing to typical baselines,
which make them useful and practical tools for carrying out
cross-lingual sentiment classification. Finally, we investigate
the impact of the hyperparameters of the CLJST and CLASUM
models and the number of topics on their performance.
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