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Detecting Predatory Behaviour in Game Chats
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Abstract

While games are a popular social media for children, there is a real risk that these children are exposed to potential
sexual assault. A number of studies have already addressed this issue, however, the data used in previous research
did not properly represent the real chats found in multiplayer online games. To address this issue, we obtained real
chat data from MovieStarPlanet, a massively multiplayer online game for children. The research described in this
paper aimed to detect predatory behaviours in the chats using machine learning methods. In order to achieve a high
accuracy on this task, extensive preprocessing was necessary. We describe three different strategies for data selection
and preprocessing, and extensively compare the performance of different learning algorithms on the different datasets

and features.

Index Terms
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I. INTRODUCTION

Social media is becoming increasingly prevalent today and children are frequent users of many different types
of social media, such as online games [1]. Unfortunately, this can put them in a fragile position and enable others
to take advantage of them.

In 2011, the EU Kids Online Project conducted a survey of 25,142 children aged 9-16 in 25 different European
countries, regarding their activity online, which shows that 93% of 9-16 year olds go online at least once a week. The
purpose of the study was to assess risk factors such as bullying, being approached by strangers and receiving sexual
messages. The study showed that 1 in 8 children have encountered sexual images and received sexual messages
online. Few of the children exposed to sexual content were actually upset by it, which suggests that in many cases,

children do not understand the risk associated with such content or messages [2].

A. Definition

Morris and Hirst [3] define sexual predation as having two characteristics: “age disparity: a predator is an adult

who chats with an underage individual” and “inappropriate intimacy: the adult must introduce or encourage intimate
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conversation.” In our experiments, this definition is modified by the omission of the age disparity element, because of
the context and circumstances of the game MovieStarPlanet. Among the rules stated on MovieStarPlanet, is the rule
“Don’t write things that are sexually suggestive...”!. The rules also forbid the exchange of personal information such
as addresses, phone numbers, or social network profiles. Because the rules specifically prohibit these behaviours,

we define a sexual predator as

1) Anyone who initiates sexually suggestive language. This can be either obvious as in “Let’s have sex” or subtle
as in “What does your underwear look like?”
2) Anyone who welcomes this type of language, and responds with similar language.
3) Anyone who tries to gain physical access to other users of the game (i.e. “Let’s meet in real life”).
In the context of this project, a user receives a predator (P) label based on this definition regardless of age,
because the rules of the game strictly prohibit this type of language without respect to which person is using it.
According to our definition, the term sexual predator is synonymous with the term rule breaker in the context of

MovieStarPlanet. The labelling was done by the moderators of MovieStarPlanet, often based on reports from users.

B. Challenges

We consider the task of labelling predators in a chatlog as a machine learning task, specifically a text classi-
fication task using supervised learning. The uniqueness of our work has much to do with our collaboration with
MovieStarPlanet and the use of their data. This entails a unique set of challenges as the text below, which affect
both the methodology and outcome of our experiments.

The style of chatting in MovieStarPlanet is very different from other forms of written text, due to a very high
level of misspellings, slang, grammatical errors, and seemingly meaningless symbols. Some of these characteristics
are common in chat data as opposed to other online text data [4], but possibly even more so in the MovieStarPlanet
dataset due to the young age (8 - 15 years) of the chat participants.

Second, the dataset distribution between predators and nonpredators was not uniform. While the predator chatlogs
we were given sometimes spanned a long period of time, the normal chatlogs we were provided with took place
during a shorter time frame.

Third, the nature of the game often calls for a language that may be similar to a predatory language, eg. the children
can be in a relationship, they very often talk about dating, being single, looking for or having a boyfriend/girlfriend
and loving their boyfriend/girlfriend. They also appear to frequently engage in family role play, e.g. “Pretend I am
your dad/mom/sister/brother.” This sort of conversation within the normal chats easily causes a large number of
false positives when trying to detect predatory behaviour.

Finally, one of the greatest challenges is that the users of the game frequently try to circumvent the automatic

safety nets in the game by using creative spelling and adding extra spaces, symbols, or line breaks when using

Thttp://info.moviestarplanet.co.uk/terms-conditions.aspx
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Fig. 1. A screenshot of a chatroom in the MovieStarPlanet game

words from MovieStarPlanet’s blacklist of words. To address this challenge, we have constructed a feature set

which is designed to detect this type of behaviour.

C. Our Approach

In order to address the problem, by detecting predators and other rule-breakers in game-based chats, our work
applied standard Natural Language pre-processing methods and machine learning algorithms on recent data from
the successful online game and community for children, MovieStarPlanet (Figure 1) [5]. This data was collected
from the actual game as it was played, meaning that the data and our experimental results have maximum ecological
validity [6]. text classification algorithms have successfully been used for finding sexual predators in the past, our
problem is different both because of the way we define sexual predators, and especially because we wish to do so
for the context of an online game for children.

In this paper, we examine the MovieStarPlanet game chat data to address the following three hypotheses.

o Lexical information of a chat (i.e., BoW representation in our work) in combination with supervised classifiers

can discriminate between a predator and a non-predator in a real game chat.

o Behavioural information (i.e., Rule breaking features in our work) can be used to predict whether the chatter

is a sexual predator or not in real game data.

« The last part of a chat just before being caught can signal if the speaker is a sexual predator.

D. Contributions

This paper is mainly an application paper presenting a unique case study. However, we also introduce a method,
based on existing algorithms, which can be used on variations of the same problem and on different datasets. The
contributions of this paper include:

o We present the first published use of machine learning algorithms to identify sexual predators in a real setting,

based on real data where no participant is a pseudo-victim, and validate it in a live system where it was actually

used to catch predators.
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o We address the problem of rule-breaking behaviour in addition to sexual predation.

o We address the problem of detecting predators and rule-breakers in game chats, which are considerably different
in nature to ordinary chats as they feature an element of role-playing.

o« We propose a number of new features extracted from chat logs (e.g. one letter lines, non-letter words,
consecutive identical letters) which we have not seen used in the literature.

o We compare several different ways of posing the classification problem, in addition to comparing classification
and preprocessing algorithms.

o We additionally validate the method using a standard dataset.

E. Overview

The article is organised as follows. Section II reviews the previous efforts and approaches to automatic detection
of online predators including a description of available data in the field. Section III contains detailed description of
the dataset our data preprocessing method. This is followed by sections describing the features and how they were
created (Section IV). We then discuss the methodology used in the experiment and the results (Section V, VI, and

VII). Finally, Section VIII summarises the major findings from the experiments, and the future work.

II. RELATED WORK
A. Publicly Available Data

Pendar [7] defines the types of data for predators as follows
1) Predator/Other

a) Predator/Victim (victim is underage)
b) Predator/Pseudo-Victim (volunteer posing as child)

c) Predator/Pseudo-Victim (law enforcement officer posing as child)
2) Adult/Adult (consensual relationship)

There is a general lack of publicly available chatlogs of type la because of privacy issues [1], [8], whereas
chats of type 1b have been made available through nonprofit, volunteer based organisations, specifically perverted-
justice.com.

1) Perverted Justice: The Perverted Justice Foundation (PJ) [9] is a non-profit organisation based in the United
States, which is dedicated to finding and convicting pedophiles and other sexual predators who use chatrooms to
find their victims. Their goals also include creating an atmosphere in regional chatrooms which is not conducive
to predatory behaviour.

The method of this organisation is to hire and train adult volunteers to pose as adolescents in chatrooms [1],
especially regional chatrooms and social networking sites. When encountering a sexual predator online, these
volunteers are able to chat with them until the predator incriminates him or herself with predatory language, which

is then reported to the police and often results in criminal convictions. The number of predators which have been
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convicted due to perverted-justice.com since 2004 is currently 550. Files containing full chatlogs of convicted
sexual offenders are available for download on Perverted-Justice.com, along with analysis of key chat segments,
and information about each offender.
This data has been used in most of the classification experiments which have been done so far in sexual predator
detection [1]. This is the most credible data source for predators which is publicly available, however, its use is
controversial [1], because the victims are not real, therefore this is data of type 1b above.
2) PAN 2012: PAN 2012 was a competition held in conjunction with CLEF 2012 (Conference and Labs of the
Evaluation Forum), in September 2012 in Rome, Italy. The PAN2012 dataset [8] consists of chatlogs drawn from
various sources including true positives (predators) from PJ (see II-A1), negative data from IRC logs [10] (chats
about generic topics), and false positives from the Omegle repository [11] (consensual chats about sex). The dataset
consists of a training set and a testing set. Overall, the dataset has an extreme class imbalance problem, meaning
that the non-predators far outweigh the predators. The training dataset consists of 66,914 conversations produced
by 97,671 users of which 142 were labeled as a predator (0.15%). The conversations that involve the predators
account for 4.52% of the total posts [8].
The PAN 2012 Identifying Sexual Predators dataset is undoubtedly well researched and thoughtfully constructed,
and served it’s purpose well in the PAN competition. However, a few drawbacks in the dataset have been noted,
including
« The positive (P) data included in the dataset is drawn from PJ, which has been described as controversial, as
the predators are real but the victims are not. The question remains how much this data reflects the actual
problem [1], [3], [12].

o The negative data and the false positives are both drawn from sources which are entirely different than PJ [8],
which could degrade the quality overall, as the slang, acronyms, etc. used in chat dialogue can be specific to
a particular online context [13].

o As Internet slang is always evolving [14], selecting chatlogs from several years ago and combining them with

newer chatlogs might have misleading effects.

We also note that research on sexual predator identification has not yet been done in the context of an online
game for children, but only in the wider context of chatlogs in general. Chatting in the context of game-playing
can be considerably different from other types of chatting. That data offered by MovieStarPlanet is of the coveted
type la (i.e., real predator - real victim under age) which is very difficult to obtain [1], [8], and does not include

the drawbacks mentioned above.

B. Previous Approaches

Due to lack of access to reliable data [1], [8], the problem of detecting online sexual predation has not been
studied much until recently [4]. The strategies used so far have been based on text classification focusing on
detecting lines as predatory and discriminating between a predator or victim. Some of the work has been based

on communication theories [15]-[17], while others base their research on the assumption that predatory language
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is different from other types of language [4], [18]. Preprocessing and filtering strategies are often used during the
training stage [12], [16], [18], [19].

One of the earliest experiments was conducted in 2007 by Pendar [7]. To discriminate between a predator and
victim in a text containing a predatory conversation, he collected 701 text logs from PJ. Each log was divided
into two files; a file containing chat lines written by the predator and a file containing chat lines written by the
pseudo-victim, thus, the corpus ended up consisting of 1402 files. Pendar experimented with unigrams, bigrams and
trigrams to construct the feature set. The pre-processing step removed stopword and fixed repeated letters in words
(e.g., ‘nooo’ to ‘no’), but did not apply stemming or spelling correction. The best results were achieved when using
trigrams and the k-NN classifier (F' measure of 0.943 with k = 30).

McGhee et al. [17] developed a program called ChatCoder which can determine the lines containing predatory
language from a given text. The program has undergone several versions. Its rule-based version has shown to
outperform its simple phrase-matching version, however, its machine learning version has not shown significant
improvement over its rule-based version. ChatCoder is built upon communication theories proposed by Olson et al.
[20], in which the process of predation consists of five phases: gain access, deceptive trust development, grooming,
isolation, and approach. This model was later elaborated by Leatherman [21] to develop a coding system for the
context of online sexual predation. The deceptive trust development phase can contain four subcategories: personal
information, information about relationships, information about favorite activities, and compliments. Kontostathis
et al. [1] developed rules to identify predatory text, and noted that both the Leatherman and Olson models turned
out to be too complicated for conversations that take place in an online environment. Based on these findings,
McGhee et al. [17] simplified the Olson’s model to contain only three classes: Exchange of personal information,
Grooming, and Approach. They also coded lines containing none of the classes, to filter out non-predatory lines
for the training phase.

Bogdanova et al. [4] used sentiment analysis to test whether a chat was predatory or not. They used PJ data to
form the positive dataset, and collected cybersex logs available online and NPS chat corpus to form the negative
dataset. Their approach was drawn from research suggesting that pedophiles often behave in a distinct manner; they
are emotionally unstable and suffer from psychological problems. Therefore, Bogdanova et al. [4] attempted to detect
predatory text using the features of emotional markers—words that express joy, sadness, anger, surprise, disgust
and fear. Positive and negative words, emoticons, and imperative sentences were also considered. They also used
communication-model features borrowed from McGhee et al. [17], the words associated with approach, relationship,
family, communicative desensitization, and sharing information. Other features included the word usages helpful
to detect neuroticism level (e.g. percentages of personal and reflexive pronouns and modal obligation verbs) and
fixated discourse features (the unwillingness to the change a topic within a conversation).

The rest of this section details PAN 2012 competition (See Table I for the results). Villatoro-Tello et al. [19]—their
system ranked the st place in PAN2012 competition for the predator detection task (see Table I)—present a two-
step framework to detect predators in a chat. The first step of their system detect suspicious conversations, and the

second step identifies the predator from victim in a suspicious conversation. For the first step they trained a classifier
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with a corpus containing conversations they had labeled suspicious, and for the second step a classifier was trained
with predatory conversations, which were divided into a victim and predator interventions. No preprocessing (e.g.,
removal of punctuation marks, stopwords, or stemming) was used. The data however went through pre-filtering,
where conversations with only one participant were removed, as well as conversations with less than 6 interventions
per user, and finally conversations containing long sequences of characters were also removed. This filtering resulted
in 90% reduction ratio of conversations/users. Villatoro-Tello et al. experimented both with SVM and NN (two layer,
single hidden layer of 10 units) with BoW feature representation. The best performance of F measure (5= 0.5) of
0.9346 was reached using NN classifier with binary weighting in both steps.

Drawn from psycholinguistics research, Parapar et al. [18] incorporated Linguistic Inquiry and Word Count
(LITWC) [22], which measures to what degree different categories are used by people, in the features. The feature
set also contains terms (TF-IDF) and chat-based features, and they experimented with unigrams, bigrams and
trigrams and the combination of them. No stemming was used and no feature dimensionality reduction was applied.
Instead, they used SVM due to the large number of features. Chat-based features represent the activity of the
chatters, such as number of subjects contacted by a chatter, the percentage of conversations initiated by a chatter,
etc. For the PAN 2012 competition a run consisting of TF-IDF based on unigrams and chat-based features was
nominated, which resulted in the third place for the first subtask. An interesting aspect of their research is that the
use of the LWIC features did not improve the results.

Morris and Hirst [3], [23] used lexical and behavioural features. The lexical features used BoW representation
of unigrams and bigrams, and the behavioural features consisted of information that can be extracted from the
conversations, such as the number of messages sent by an author and the total number of conversations which
this author participated in. To identify predators they used an SVM classifier with a radial kernel and two filters
to distinguish predators from victims, since a large portion of the false positives were victims. Using only lexical
features they managed to get an F score of 0.77. The behavioural features did not enhance the results when used
on top of the lexical features, but used alone they gave a reasonable classification with F score of 0.56.

Peersman et al. [16], [24] presented a three-stage approach which combined predictions of the three levels: the
level of individual post, the level of the user, and of the entire conversation. They used two SVM classifiers, one
to detect a predatory post, and another one to classify a chatter as a predator or non-predator. To identify predatory
posts, token unigram features representing a post was used. To identify users, a single instance vector containing
all posts from the same user was used. The results from these two classifiers were then combined to level out the
high recall results from the post classifier and the high precision results from the user classifier.

As discussed above, rule-based systems and machine learning approaches have been actively used to detect online
sexual predators. Although only a few of the contributions have been discussed in this section, there is a common
denominator amongst them despite different approaches. It is feasible to discriminate between a predator and non-
predator with relative high accuracy using supervised classifiers in combination with simple BoW representation
[7], [16], [19], [24]. In addition, high-level, behavioural features have been being incorporated into the feature set
(31, [4], [17], [18], [18].
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TABLE I

THE RESULTS OF PAN2012 COMPETITION FOR THE TASK OF IDENTIFYING PREDATORS. ADAPTED FROM [8].

Participant Precision  Recall F1 F0.5
Villatoro-Tello et al. [19] 0.98 0.77 0.87 0.93
Parapar and el. [18] 0.94 0.67 0.78  0.87
Morris and Hirst [23] 0.97 0.60 0.75 0.87
Eriksson and Karlgren [25] 0.86 0.89 0.87 0.86
Peersman et al. [16] 0.89 0.60 0.71  0.81
Kontostathis et al. [15] 0.36 0.67 0.47 039
Bogdanova et al. [4] 0.03 0.22 0.05 0.03

III. DATA PREPROCESSING

We employed two types of dataset (P: Predator data; NP: Non-Predator data) provided by MovieStarPlanet, which
consisted of all of the verbal communication from different users of the game - including statuses, comments on
videos and forum postings, as well as public and private chats from chatrooms and games. All userids and IP

addresses were anonymized in these data, to protect the MovieStarPlanet users.

A. Raw Data

The raw data that we received were classified as either unlabeled (that is, normal and presumably non-predator)
or labeled (as predator).

1) Unlabeled, Non-Predator (NP) Data: Two normal chat data were given by MovieStarPlanet, where each data
contains approximately 65,000 lines of 15 minutes of gameplay across the entire UK site on a particular date. One
normal chat data was used for Non-Predator (NP) data in our training set (after extensive preprocessing). The other
was used for unlabeled testing (as will be described in section VI). As these normal chat data were all essentially
unlabeled, MovieStarPlanet and we presume that these files did not contain users which fulfilled our definition of
a sexual predator.

2) Labeled, Predator (P) Data: Unlike the Non-Predator data described above, Predator data were already
labeled as Predator (manually by human moderators from MovieStarPlanet), containing the full chatlogs (sometimes

spanning up to 3 months) typed by 59 predators.

B. Descriptive Statistics of Raw Data

This section describes the statistical description of the raw datasets provided by MovieStarPlanet. Table 11
characterises the general statistics for P and NP in terms of the number of users, lines, unique words, and misspelled
words.

1) Number of Users: It is noted that there is an imbalance between the number of users in both classes. We
emphasise that these figures are valid only for the dataset that we worked with. In fact, predators comprise a much

smaller percentage than 1% of all MovieStarPlanet users.
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TABLE I

GENERAL STATISTICS FOR P (PREDATOR) AND NP (NON-PREDATOR) CLASSES IN THE RAW DATA.

Number  of | Number  of | Unique words | Misspelled
Users lines words
P 59 40,413 1,921 648
NP | 8,707 62,704 16,135 9,799
TABLE III

COMPARISON IN THE NUMBER OF LINES PER USER BETWEEN P (PREDATOR) AND NP (NON-PREDATOR) CLASSES IN THE RAW DATA. FOR

INSTANCE, THERE WERE 5,063 (58.15%) NON-PREDATORS THAT EACH ENTERED 5 LINES OR LESS IN THE DATASET.

1-5 6-10 11-15  16-20  21-25 26+
P 2 1 1 0 3 50
NP 5,063 1,712 882 451 274 325

2) Number of Lines: As shown in Table II, the number of total lines do not show significant class imbalance
(40,413 lines for P and 62,704 lines for NP). However, the length of the chats per user differs greatly between the
P and the NP sets (see Table III), which results from the long timespans of the chats in the P class, sometimes
encompassing several months, as opposed to the 15 minute chatlogs in the NP class.

3) Word Usage: The NP dataset contained 16,135 unique words and the P dataset contained 1,921 unique words.
There were 1,382 words in common between the two classes, which encompasses 71.94% of the P words, but only
8.56% the NP words. The misspelled words in common between P and NP were only 276, accounting for 14% of
P and 1.71% of NP. This indicates that P and NP, at least in the dataset we received, misspell in different ways.
Figure 2 shows the distribution of the misspelled words for each set.

It is interesting to note the difference in the percentage of misspellings in both classes - 60.73% for NP and
33.73% for P. Nevertheless, this difference could be simply due to the large number of users present in NP, each
with their own unique style of writing and misspelling. It is also important to point out that most of the misspellings
recorded in these statistics were probably one time misspellings, each carried out by one user. It was our view that
misspellings could be a useful feature when describing the behaviour of a user, but could also be a stumbling block
when creating a BoW (Bag of Words) feature. Therefore, misspellings became a focus on which several different
techniques were used.

4) Chat Types: We divided the chatting types into three categories where chats can take place in the game:
Private, User Room, and Other. In Figure 3, the private category denotes a 1-1 conversation between two confirmed
friends, which cannot be viewed by other users. In a user room, it is possible to have either private or public
conversation. The other category describes a public chat room or any of the other publicly available forums in the
game. The figure shows an interesting trend. While the distribution between P and NP is equal in the the private

category, the lines written by P are much less than those written by NP in the user room and the other categories.
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Fig. 2. Distribution of misspelled words for the categories of Non Predator, Predator, and common words between the two.
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Fig. 3. Distribution of chat types of recipients between Predator and Non Predator in the raw data. The X axis denotes the chat types and the

Y axis denotes the numbers of lines written in the conversation that take place in the chat type.

This suggests that predators in this dataset tend to have private chats.

C. Dataset Preparation

This section details the procedure to prepare datasets that consists of three steps: cleaning, pre-filtering, and
segmentation, as illustrated in Figure 4.

1) Preprocessing: We constructed the Predator (P) dataset from the initially given Predator data containing 59
sexual offenders’ full chat logs for the maximum duration of three months. We employed one of the two regular
chat datasets for our training purposes: NP (Non-Predator), and the other one for the final testing (section VI).
Figure 5 includes examples of predatory language, and Figure 6 includes examples of non-predatory language
(which possibly include some other type of offense than sexual predation). The resulting P and NP datasets were
then given as input to the Weka software package [26] with standard NLP operations (e.g., tokenising, filtering stop
words, stemming, etc.).

We ran the initial testing on this data, using the full (up to three months) texts of the unsegmented P data and the

15-minute NP datasets, and obtained disappointing results. We hypothesised that this was due to the noise within
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Fig. 4. Overview of the data preparation process and final sub datasets after preprocessing. Solid lines denote the flow of unfiltered
P(Predator) data preprocessing; Double-lines denote the flow of filtered P data processing; dotted lines denote the flow of NP(Non-Predator)
data preprocessing. Note that HP15 is a hand-picked subset of W15. For HP15, only one instance is selected per user. Note also that the P data
in W15 and HP15 are filtered and the P data in L15 are not filtered.

the predator chats, caused by a high percentage of non-predatory text (see Figure 6), with only short segments
of chatting which were predatory in nature). As random undersampling of Predator data can potentially eliminate
important examples [27], we manually filtered out lines that do not show sexual predatory behavior. This pre-filtering
process has been used in previous approaches [12], [16], [18], [19] and can be automated using software packages
[17] or a rule-based system [12].

As we manually eliminated the lines that are clearly not predatory in nature, we noted that many of the would-be
‘victims’ of those predators were actively participating in the sexual conversation along with the original predator,
and thus four more predators were found based on our definition of predatorhood as described in Section I. The
total number of predators after preprocessing was 63.

2) Resulting Data Subsets: The predator and non predator data did not match in tim